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● Hope everyone is safe and healthy!

● Goals of the workshop

○ connect people and exchange ideas about Open-World Vision

○ discuss new opportunities and challenges about Open-World Vision

● Hybrid workshop

○ on-site: enjoy and involve by asking questions

○ online via zoom (provided by CVPR’25) 
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Schedule
https://vplow.github.io/vplow_5th.html

Two challenges

1. InsDet: Object Instance Detection

2. Foundational Few-Shot Object Detection
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Together we serve
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A brief introduction to the open world

Nowadays, we train Foundation Models (FMs) in the open world, on open data

Open World

Open Data

Foundation Model

• open-vocabulary recognition

• zero-shot recognition

• ….
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Open-World Foundation Models (FMs) for Open-Vocabulary Detection

Liu, et al., “Grounding DINO: Marrying dino with grounded pre-training for open-set object detection”, ECCV, 2024

Cheng, et al., "YOLO-World: Real-Time Open-Vocabulary Object Detection", CVPR, 2024

Open Data

Foundation Model

Open World

Cool!!!

Nowadays, we train Foundation Models (FMs) in the open world, on open data

• open-vocabulary recognition

• zero-shot recognition

• ….
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FMs struggles!?

Liu, et al., “Grounding DINO: Marrying dino with grounded pre-training for open-set object detection”, ECCV, 2024

Madan, et al., "Revisiting Few-Shot Object Detection with Vision-Language Models", NeurIPS, 2024

nuImages dataset

Poor alignments between foundational detector and 

ground-truth annotations in nuImages dataset. Why?
Cool!!!
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FM struggles on specific downstream tasks!

nuImages dataset

Liu, et al., “Grounding DINO: Marrying dino with grounded pre-training for open-set object detection”, ECCV, 2024

Madan, et al., "Revisiting Few-Shot Object Detection with Vision-Language Models", NeurIPS, 2024

Annotation instructions designed by autonomous 

driving experts with special considerations.

A snippet of annotation guidelines from nuImages

Poor alignments between foundational detector and 

ground-truth annotations in nuImages dataset. Why?
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Speaking of data labeling…

Human annotator

sent to “annotators” 

for data annotation

Madan et al., "Revisiting Few-Shot Object Detection with Vision-Language Models", NeurIPS, 2024

domain experts

instruction

data

design

collect
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How about exploit the open world for (automating) data labeling?

Madan et al., "Revisiting Few-Shot Object Detection with Vision-Language Models", NeurIPS, 2024

• Can we replace human annotators with FMs?

• How to adapt FMs to align with experts?

• This is a multimodal few-shot learning problem.

Human annotator

sent to “annotators” 

for data annotation

▪ Large Language Models (LLMs) 

▪ Vision-Language Models (VLMs)

▪ Foundation Vision Models (FVMs)

▪ Large Multi-Modal Models (LMMs)

AI annotator / Foundation Models

domain experts

instruction

data

design

collect

6. Summary5. Instance detection4. Augment few-shot with open data3. Data labeling as motivation2. Into to open world1. welcome



11

How about exploit the open world for (automating) data labeling?

Madan et al., "Revisiting Few-Shot Object Detection with Vision-Language Models", NeurIPS, 2024

domain experts

instruction

data

design

collect

multimodal few-shot learning

Realistically embracing the open world, leveraging FMs 

to learn from few-shot visuals and texts
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Multimodal Few-Shot Learning

Madan et al., "Revisiting Few-Shot Object Detection with Vision-Language Models", NeurIPS, 2024

Existing few-shot learning setup

e.g., artificially splitting 80 classes of COCO into base 

set (60 classes) and novel set (20 classes)

Realistically embracing the open world, leveraging FMs 

to learn from few-shot visuals and texts

multimodal few-shot learning
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Multimodal Few-Shot Learning

Madan et al., "Revisiting Few-Shot Object Detection with Vision-Language Models", NeurIPS, 2024

16:20 – 16:55 at our workshop!

Validating various methods, collecting effective 

approaches, summarizing useful techniques

Realistically embracing the open world, leveraging FMs 

to learn from few-shot visuals and texts

multimodal few-shot learning
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Augment Few-Shot Data with Open Data

Retrieval-based Data Augmentation: retrieval task-relevant data from open data, e.g., open-source FMs’ pretraining data

Open World

Open Data

Foundation Model

6. Summary5. Instance detection4. Augment few-shot with open data3. Data labeling as motivation2. Into to open world1. welcome

Liu, et al., “Few-Shot Recognition via Stage-Wise Retrieval-Augmented Finetuning”, CVPR 2025 --- ExHall D Poster #425, 10:30 am CDT, 14 June
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Augment Few-Shot Data with Open Data

Retrieval-based Data Augmentation: retrieval task-relevant data from open data, e.g., open-source FMs’ pretraining data

Despite being intuitive, it has two challenges: (1) domain gaps, and (2) imbalanced distribution

Liu, et al., “Few-Shot Recognition via Stage-Wise Retrieval-Augmented Finetuning”, CVPR 2025 --- ExHall D Poster #425, 10:30 am CDT, 14 June

Wang, et al., “Robust Few-Shot Vision-Language Model Adaptation”, arXiv:2506.04713, 2025
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Augment Few-Shot Data with Open Data

Retrieval-based Data Augmentation: retrieval task-relevant data from open data, e.g., open-source FMs’ pretraining data

Despite being intuitive, it has two challenges: (1) domain gaps, and (2) imbalanced distribution

Stage-wise finetuning as a simple yet effective method, related to transfer learning and long-tailed learning.

Liu, et al., “Few-Shot Recognition via Stage-Wise Retrieval-Augmented Finetuning”, CVPR 2025 --- ExHall D Poster #425, 10:30 am CDT, 14 June

Wang, et al., “Robust Few-Shot Vision-Language Model Adaptation”, arXiv:2506.04713, 2025

Parashar, et al., “The Neglected Tails of Vision-Language Models”, CVPR, 2024

6. Summary5. Instance detection4. Augment few-shot with open data3. Data labeling as motivation2. Into to open world1. welcome



Exploit Open Data to Solve Instance Detection (InsDet)

17

• InsDet aims to localize the “wanted” object in distance.

• It is a prerequisite step in many applications such as robotics and AR/VR.

Shen, et al., “Solving Instance Detection from an Open-World Perspective”, CVPR 2025 --- ExHall D Poster #431, 4pm CDT, 13 June

Zhao, et al., “Instance Tracking in 3D Scenes from Egocentric Videos”, CVPR 2024
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• Open-set testing imagery is never-before-seen and hence unknown to an instance detector.

• Domain gaps exist between visual references and instance proposals (due to occlusions, lighting variations, etc.).

• Robustness and generalization are desperately needed to detect diverse instances.

Shen, et al., “Solving Instance Detection from an Open-World Perspective”, CVPR 2025 --- ExHall D Poster #431, 4pm CDT, 13 June

Zhao, et al., “Instance Tracking in 3D Scenes from Egocentric Videos”, CVPR 2024

Shen, et al., “A High-Resolution Dataset for Instance Detection with Multi-View Instance Capture”, NeurIPS 2024

novel scene imagery

“wanted” object instances
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Shen, et al., “Solving Instance Detection from an Open-World Perspective”, CVPR 2025 --- ExHall D Poster #431, 4pm CDT, 13 June

Shen, et al., “A High-Resolution Dataset for Instance Detection with Multi-View Instance Capture”, NeurIPS 2024

Dwibed & Hebert, “Cut, paste and learn: Surprisingly easy synthesis for instance detection”, ICCV, 2017

Li et al. “VoxDet: Voxel Learning for Novel Instance Detection”, NeurIPS, 2023

• Previous methods also exploit the open world, but insufficiently.

• Why not make more use of the open world?
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Shen, et al., “Solving Instance Detection from an Open-World Perspective”, CVPR 2025 --- ExHall D Poster #431, 4pm CDT, 13 June

Shen, et al., “A High-Resolution Dataset for Instance Detection with Multi-View Instance Capture”, NeurIPS 2024

Dwibed & Hebert, “Cut, paste and learn: Surprisingly easy synthesis for instance detection”, ICCV, 2017

Li et al. “VoxDet: Voxel Learning for Novel Instance Detection”, NeurIPS, 2023

• Previous methods also exploit the open world, but insufficiently.

• Why not make more use of the open world?
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Shen, et al., “Solving Instance Detection from an Open-World Perspective”, CVPR 2025 --- ExHall D Poster #431, 4pm CDT, 13 June

Shen, et al., “A High-Resolution Dataset for Instance Detection with Multi-View Instance Capture”, NeurIPS 2024

Dwibed & Hebert, “Cut, paste and learn: Surprisingly easy synthesis for instance detection”, ICCV, 2017

Li et al. “VoxDet: Voxel Learning for Novel Instance Detection”, NeurIPS, 2023

• Previous methods also exploit the open world, but insufficiently.

• Why not make more use of the open world?

15:45 - 16:20 at our workshop!
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Thank you for joining!

• Embrace the open world – the foundation models and open data!

• Watch out for misalignment between AI and experts (like you)!

• Challenges and opportunities are coupled in the open world!

Open Data

Foundation Model

Open World

Human annotator

domain experts annotator instructions

data

design

collect

sent to “annotators” 

for data annotation
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