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Welcome

e Hope everyone is safe and healthy!

e Goals of the workshop
o connect people and exchange ideas about Open-World Vision
o discuss new opportunities and challenges about Open-World Vision

e Hybrid workshop
o on-site: enjoy and involve by asking questions
o online via zoom (provided by CVPR’25)
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Schedule

https://vplow.qithub.io/vplow 5th.html

Two challenges

CDT Event Presenter / Title
) i 09:00 - 09:20 Opening remarks Shu Kong University of Macau
1. | 1S Det Object | nstance DeteCtI on Visual Perception via Learning in an Open World

09:20 - 10:00 Invited talk #1 Kristen Grauman, UT Austin
Human activity in the open world

10:00 - 10:40 Invited talk #2 Gunshi Gupta, Yarin Gal, Unive
tha

Instance Detection
geo-coffee-bean (Tee-be
(MoAN). ,m:gsf-:m a

I

thermos-flask-muji illy-coffee-bean

10:40 - 11:20 Invited talk #3 Grant Van Horn, U
tha

11:20 - 12:00 Invited talk #4 Abhinav Gupta, CI
tha

12:00 - 13:00 Lunch

13:00 - 13:40 Invited talk #5 Yuxiong Wang, UIUC
tba

2.
13:40 - 14:20 Invited talk #6 Deepak Pathak, CML
tha

nulmages Trailers

14:20 - 15:00 Invited talk #7 Liangyan Gui, UlUC
tha

Any vehicle trailer, both for truck:
motorcycles (regardle

15:00 - 15:05 Coffee break

15:05-15:45 Invited talk #7 Georgia Gkioxari,
tha

Vehicles primarily designed to haul cargo
including pick-u , trucks and
semi-tractors. T, s hauled after a semi-tractor
should be labeled as trailer.

A pickup truck is a light duty truck with an

Challenge-1 Challenge 1: InsDet
Object Instance Detection Challenge

1620 - 16:55 Challenge-2 Challenge-2: Foundational FSOD
Foundational Few-Shot Object Detection Challenge v2

enclosed cab and an open or d cargo area.

Multimodal Annotation Instructions

16:55 - 17:00 Closing remarks Neehar Peri C
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A brief introduction to the open world

Nowadays, we train Foundation Models (FMSs) in the open world, on open data
open-vocabulary recognition
zero-shot recognition

Open Data

Open World E

—

Foundation Model

T aR
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Open-World Foundation Models (FMs) for Open-Vocabulary Detection

Nowadays, we train Foundation Models (FMSs) in the open world, on open data

- open-vocabulary recognition
- zero-shot recognition

car 3.-pe'scn 91
“person: ¥9%|
person: 99%,.. L. ggey) \person B

s
[ []~H & A
car: 97% ‘I
'-u =

Open Data

Open World E

Foundation Model

J

Liu, et al., “Grounding DINO: Marrying dino with grounded pre-training for open-set object detection”, ECCV, 2024
Cheng, et al., "YOLO-World: Real-Time Open-Vocabulary Object Detection", CVPR, 2024
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FMSs struggles!?

nulmages dataset

Zero-Shot Prediction
mm Ground Truth Annotation

i |
car 73«.,-pevson 91
—-pergon: ¥O%

Truck, 84% /ol : ‘ person: 99%, ., gguy|

Poor alignments between foundational detector and
ground-truth annotations in nulmages dataset. \/\/hy?

Liu, et al., “Grounding DINO: Marrying dino with grounded pre-training for open-set object detection”, ECCV, 2024 7
Madan, et al., "Revisiting Few-Shot Object Detection with Vision-Language Models", NeurIPS, 2024
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4. Augment few-shot with open data 5. Instance detection

FM struggles on specific downstream tasks!

6. Summary

nulmages dataset

A snippet of annotation guidelines from nulmages

nulmages Bicycle

[ Zero-Shot Prediction
s Ground Truth Annotation

Human or electric powered 2-wheeled vehicle
designed to travel at lower speeds either on road
surface, sidewalks or bicycle paths.
‘there is a rider; include the rider in the box
If there is a pedestrian standing next to the
bicycle, do NOT include in the annotation
Bicycle s

R nulmages Trucks

Vehicles primarily designed to haul cargo
including pick-ups, lorries, trucks and
semi-tractors. 1railers hauled after a semi-tractor
should be labeled as trailer.

A pickup truck is a light duty truck with an
enclosed cab and an open or closed cargo area.

Annotation instructions designed by autonomous
driving experts with special considerations.

Poor alignments between foundational detector and
ground-truth annotations in nulmages dataset.

Liu, et al., “Grounding DINO: Marrying dino with grounded pre-training for open-set object detection”, ECCV, 2024 8
Madan, et al., "Revisiting Few-Shot Object Detection with Vision-Language Models", NeurIPS, 2024
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4. Augment few-shot with open data

Speaking of data labeling...

domain experts e

collect
design

nuScenes Annotator Instructions

Instructions

Draw 3D bounding boxes around all objects from the label list, and

label them according to the instructions below.
Do not apply more than one box to a single object.
Check every cuboid in every frame, to make sure all points are
inside the cuboid and look reasonable in the image view.
For nighttime or rainy scenes, annotate objects as if these are
daytime or normal weather scenes.

Bicycle

Human or electric powered 2-wheeled vehicle designed to travel at lower

speeds either on road surface, sidewalks or bicycle paths.

*| If there is a rider, include the rider in the box

* If there is a passenger, include the passenger in the box

« If there is a pedestrian standing next to the bicycle, do NOT include in
the annotation

sent to “annotators”
for data annotation

5. Instance detection

6. Summary

Human annotator

TPPPE
g

SR

Madan et al., "Revisiting Few-Shot Object Detection with Vision-Language Models", NeurlPS, 2024
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How about exploit the open world for (automating) data labeling?

Human annotator
sent to “annotators”

for data annotation ?z ’ ’? S“%
collect “ el

design

domain experts

Al annotator / Foundation Models

= Large Language Models (LLMs)

= Vision-Language Models (VLMs)

Instructions - Foundation Vision Models (FVMS)
Draw 3D bounding boxes around all objects from the label list, and

label them according to the instructions below. . Large MUIti-MOdaI MOdeIS (LM MS)

* Do not apply more than one box to a single object.

nuScenes Annotator Instructions

* Check every cuboid in every frame, to make sure all points are
inside the cuboid and look reasonable in the image view.

« For nighttime or rainy scenes, annotate objects as if these are
daytime or normal weather scenes.

Bicycle

Human or electric powered 2-wheeled vehicle designed to travel at lower * Can We rep I ace h u man an nOtato rS With F M S’)

speeds either on road surface, sidewalks or bicycle paths.

*| If there is a rider, include the rider in the box ® HOW to adapt FMS to al ign With eXF)ertS’7

* If there is a passenger, include the passenger in the box

« If there is a pedestrian standing next to the bicycle, do NOT include in ® This iS a mUItimOdaI fEW'ShOt Iearni ng prObIem-

the annotation

10
Madan et al., "Revisiting Few-Shot Object Detection with Vision-Language Models", NeurlPS, 2024
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How about exploit the open world for (automating) data labeling?

domain experts e

collect
design

nuScenes Annotator Instructions

Instructions

Draw 3D bounding boxes around all objects from the label list, and

label them according to the instructions below.

* Do not apply more than one box to a single object.

* Check every cuboid in every frame, to make sure all points are
inside the cuboid and look reasonable in the image view.

« For nighttime or rainy scenes, annotate objects as if these are
daytime or normal weather scenes.

Bicycle

Human or electric powered 2-wheeled vehicle designed to travel at lower

speeds either on road surface, sidewalks or bicycle paths.

*| If there is a rider, include the rider in the box

* If there is a passenger, include the passenger in the box

« If there is a pedestrian standing next to the bicycle, do NOT include in
the annotation

~~B;\.\C“'-\““

Realistically embracing the open world, leveraging FMs
to learn from few-shot visuals and texts

data in open world (base) few-shot classes (novel)

“Boat”

» -

“Truck” “Bicycle”

multimodal few-shot learning

11

Madan et al., "Revisiting Few-Shot Object Detection with Vision-Language Models", NeurlPS, 2024
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Multimodal Few-Shot Learning

e.g., artificially splitting 80 classes of COCO into base Realistically embracing the open world, leveraging FMs
set (60 classes) and novel set (20 classes) to learn from few-shot visuals and texts

Common classes (bast ) fewsshot classes (navel) data in open world (base) few-shot classes (novel)

K-shot K-shot
.‘4' Y

Existing few-shot learning setup multimodal few-shot learning

12
Madan et al., "Revisiting Few-Shot Object Detection with Vision-Language Models", NeurlPS, 2024
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Multimodal Few-Shot Learning

Validating various methods, collecting effective Realistically embracing the open world, leveraging FMs
approaches, summarizing useful techniques to learn from few-shot visuals and texts

data in open world (base) few-shot classes (novel)

Roboflow-20VL Few-Shot Object '
Detection Challenge | e - l\-sho

0 AM CST (GMT + 8:00)
v CST (GMT

" I'ruck Bicycle

R
- 1
__\)L\\'\\v“ 3 S

16:20 — 16:55 at our workshop! multimodal few-shot learning

13
Madan et al., "Revisiting Few-Shot Object Detection with Vision-Language Models", NeurlPS, 2024
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Augment Few-Shot Data with Open Data

Retrieval-based Data Augmentation: retrieval task-relevant data from open data, e.g., open-source FMs’ pretraining data

pretraining data retrieval

Open Data

e ——

Foundation Model

few-shot images of concepts in a
downstream task (e.g., from an
annotation guideline)

Liu, et al., “Few-Shot Recognition via Stage-Wise Retrieval-Augmented Finetuning”, CVPR 2025 --- ExHall D Poster #425, 10:30 am CDT, 14 June

Vision-Language pretraining data

Model (VLM) (e.g., LAION-400M)

14
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4. Augment few-shot with open data

5. Instance detection

Augment Few-Shot Data with Open Data

6. Summary

Retrieval-based Data Augmentation: retrieval task-relevant data from open data, e.g., open-source FMs’ pretraining data

Despite being intuitive, it has two challenges: (1) domain gaps, and (2) imbalanced distribution

pretraining data retrieval
Dataset

class

Few-shot

pretraining data
(e.g., LAION-400M)

Vision-Language
Model (VLM)

few-shot images of concepts in a
downstream task (e.g., from an
annotation guideline)

Semi-Aves

Tachycineta
thalassina

Flowers

canterbury bells

Aircraft
707-320

EuroSAT

river

DTD
banded

e : | —
T | ; A 7:- o . N
5 C 4) e 3 e i
A1 ‘ !N ol
Retrieved | T} g 3
- o - 1l b
) ; X AR M AR G

# of images / class

Liu, et al., “Few-Shot Recognition via Stage-Wise Retrieval-Augmented Finetuning”, CVPR 2025 --- ExHall D Poster #425, 10:30 am CDT, 14 June
Wang, et al., “Robust Few-Shot Vision-Language Model Adaptation”, arXiv:2506.04713, 2025

w
o
o

= Semi-Aves
Flowers
= Aircraft
\ = EuroSAT
| =— DTD

0 20 40 60 80 100
% of class number

15
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Augment Few-Shot Data with Open Data

Retrieval-based Data Augmentation: retrieval task-relevant data from open data, e.g., open-source FMs’ pretraining data
Despite being intuitive, it has two challenges: (1) domain gaps, and (2) imbalanced distribution

Stage-wise finetuning as a simple yet effective method, related to transfer learning and long-tailed learning.

pretraining data retrieval Stage 1: finetuning with retrieval and data augmentations
\\ mean accuracy over five datasets
imbalanced dist. | retrieved data ]

visual

domain gap encoder [l]:[[[n]h.
& few-shot annotated data _ imbalanced s
- NS . d

prediction

B OpenCLIP [10] CLAP [58]
REAL-Prompt [43] FT on retrieved (ours)
@ REAL-Linear [43] =@~ FT on few-shot (ours)
¥ CrossModal LP [36] == SWAT (ours)
balanced

prediction 4 . 8
shots of images per class

classifier @&

Vision-Language pretraining data
Model (VLM) (e.g., LAION-400M)

test accuracy (%)

®

few-shot annotated data visual
: encoder

few-shot images of concepts ina |
downstream task (e.g., from an
annotation guideline)

classifier @

Liu, et al., “Few-Shot Recognition via Stage-Wise Retrieval-Augmented Finetuning”, CVPR 2025 --- ExHall D Poster #425, 10:30 am CDT, 14 June
Wang, et al., “Robust Few-Shot Vision-Language Model Adaptation”, arXiv:2506.04713, 2025 16
Parashar, et al., “The Neglected Tails of Vision-Language Models”, CVPR, 2024



1. welcome 2. Into to open world 3. Data labeling as motivation 4. Augment few-shot with open data 5. Instance detection

Exploit Open Data to Solve Instance Detection (InsDet)

e InsDet aims to localize the “wanted” object in distance.
« Itis a prerequisite step in many applications such as robotics and AR/VR.

I'm looking for &) .
Please help me find it.

Shen, et al., “Solving Instance Detection from an Open-World Perspective”, CVPR 2025 --- ExHall D Poster #431, 4pm CDT, 13 June
Zhao, et al., “Instance Tracking in 3D Scenes from Egocentric Videos”, CVPR 2024

6. Summary

17
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Exploit Open Data to Solve Instance Detection (InsDet)

Open-set testing imagery is never-before-seen and hence unknown to an instance detector.
Domain gaps exist between visual references and instance proposals (due to occlusions, lighting variations, etc.).
Robustness and generalization are desperately needed to detect diverse instances.

novel scene imagery

multi-view

*ﬁﬂ

Shen, et al., “Solving Instance Detection from an Open-World Perspective”, CVPR 2025 --- ExHall D Poster #431, 4pm CDT, 13 June
Zhao, et al., “Instance Tracking in 3D Scenes from Egocentric Videos”, CVPR 2024
Shen, et al., “A High-Resolution Dataset for Instance Detection with Multi-View Instance Capture”, NeurlPS 2024 18
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Exploit Open Data to Solve Instance Detection (InsDet)

* Previous methods also exploit the open world, but insufficiently.
*  Why not make more use of the open world?
(a) background imagery (b) object images (¢) Foundation Models (d) Solving Instance Detection in the Open World

pre-training foundation model adaptation
IS A

sampling pre-training ' distractor generation  NeRF augmentation

Shen, et al., “Solving Instance Detection from an Open-World Perspective”, CVPR 2025 --- ExHall D Poster #431, 4pm CDT, 13 June
Shen, et al., “A High-Resolution Dataset for Instance Detection with Multi-View Instance Capture”, NeurlPS 2024

Dwibed & Hebert, “Cut, paste and learn: Surprisingly easy synthesis for instance detection”, ICCV, 2017

Li et al. “VoxDet: Voxel Learning for Novel Instance Detection”, NeurIPS, 2023

19
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Exploit Open Data to Solve Instance Detection (InsDet)

* Previous methods also exploit the open world, but insufficiently.
*  Why not make more use of the open world?
(a) background imagery (b) object images (¢) Foundation Models (d) Solving Instance Detection in the Open World

pre-training foundation model adaptation
IS A

sampling pre-training , distractor generation  NeRF augmentation

Shen, et al., “Solving Instance Detection from an Open-World Perspective”, CVPR 2025 --- ExHall D Poster #431, 4pm CDT, 13 June
Shen, et al., “A High-Resolution Dataset for Instance Detection with Multi-View Instance Capture”, NeurlPS 2024

Dwibed & Hebert, “Cut, paste and learn: Surprisingly easy synthesis for instance detection”, ICCV, 2017

Li et al. “VoxDet: Voxel Learning for Novel Instance Detection”, NeurIPS, 2023
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Exploit Open Data to Solve Instance Detection (InsDet)

Previous methods also exploit the open world, but insufficiently.
Why not make more use of the open world?

15:45 - 16:20 at our workshop!

‘%‘ il: Object Instance Detection Challenge @
SRS CVPR2025 .6

v: InsDet

ta on: Mar 24, 2025 8:00:00 AM CST (GMT + 8:00) ¢
=nds on: Jun 11, 2025 7:59:59 PM CST (GMT + 8:00) ¢

Add Tags or Domain ¢*

6. Summary

Shen, et al., “Solving Instance Detection from an Open-World Perspective”, CVPR 2025 --- ExHall D Poster #431, 4pm CDT, 13 June
Shen, et al., “A High-Resolution Dataset for Instance Detection with Multi-View Instance Capture”, NeurlPS 2024

Dwibed & Hebert, “Cut, paste and learn: Surprisingly easy synthesis for instance detection”, ICCV, 2017

Li et al. “VoxDet: Voxel Learning for Novel Instance Detection”, NeurIPS, 2023

21



1. welcome

2. Into to open world

3. Data labeling as motivation

Thank you for joining!

4. Augment few-shot with open data

5. Instance detection 6. Summary

«  Embrace the open world — the foundation models and open data!

«  Watch out for misalignment between Al and experts (like you)!

»  Challenges and opportunities are coupled in the open world!

domain experts

annotator instructions

design
collect

nulmages Bicycle

Human or electric powered 2-wheeled vehicle
designed to travel at lower speeds either on road
[ 1 icyc S.
clude the rider in the box
strian standing next to the
include in the annotation

sent to “annotators”
for data annotation

Human annotator

TPPPE

Open Data
—~—___
N
W ———
——

Foundation Model

T aR
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