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What does it mean, to see? The plain man’s answer (and 
Aristotle’s too) would be, to know what is
where by looking. In other words, vision is the process of 
discovering from images what is present in
the world, and where it is.

•(1982) Vision: A Computational Investigation into the Human Representation and Processing of Visual 
Information. San Francisco: W. H. Freeman and Company.



Landscape
Name Open-world Weakly supervised Purely visual

Object Detection X X V

Phrase-Grounding V X X

Weakly supervised localization X V V

Weakly supervised Phrase-Grounding V V X

What is where by looking (WWbL) V V V



Object Detection
Name Open-world Weakly supervised Purely visual

Object Detection X X V

Phrase-Grounding V X X

Weakly supervised localization X V V

Weakly supervised Phrase-Grounding V V X

What is where by looking (WWbL) V V V



Phrase-Grounding
Name Open-world Weakly supervised Purely visual

Object Detection X X V

Phrase-Grounding V X X

Weakly supervised localization X V V

Weakly supervised Phrase-Grounding V V X

What is where by looking (WWbL) V V V



Weakly supervised localization
Name Open-world Weakly supervised Purely visual

Object Detection X X V

Phrase-Grounding V X X

Weakly supervised localization X V V

Weakly supervised Phrase-Grounding V V X

What is where by looking (WWbL) V V V



Learning a Weight Map

A generic approach that does not assume anything on the AI model

Pre-trained

T. Shaharabany, L. Wolf. Learning a Weight Map for Weakly-Supervised Localization.  ICASSP 23’
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State of the art in weakly supervised (1) detection and (2) segmentation

CUB dataset

Stanford cars dataset

Stanford Flowers dataset

Learning a Weight Map



Weakly supervised Phrase-Grounding
Name Open-world Weakly supervised Purely visual

Object Detection X X V

Phrase-Grounding V X X

Weakly supervised localization X V V

Weakly supervised Phrase-Grounding V V X

What is where by looking (WWbL) V V V



Weakly Supervised Phrase Grounding Algorithms 

Image encoder

Language model

Fusion



Our Solution - What is Where by Looking (WWbL) 

Image encoder

CLIP model

Fusion

g

T. Shaharabany, Y. Tewel, L. Wolf. What is Where by Looking (WWbL) – Weakly-Supervised Open-World Phrase-

Grounding without Text Inputs.  NeurIPS’22



Architecture - What is Where by Looking (WWbL) 

T. Shaharabany, Y. Tewel, L. Wolf. What is Where by Looking (WWbL) – Weakly-Supervised Open-World Phrase-

Grounding without Text Inputs.  NeurIPS’22



Similarity Maps for Phrase Grounding

T. Shaharabany, L. Wolf. Similarity Maps for Self-Training Weakly-Supervised Phrase Grounding.  CVPR’23



Method – Maps Selection
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Method – Fine-tune

g++

T. Shaharabany, L. Wolf. Similarity Maps for Self-Training Weakly-Supervised Phrase Grounding.  CVPR’23



Box-based Refinement for Phrase Grounding

E. Gomel, T. Shaharabany, L. Wolf. Box-based Refinement for Weakly Supervised and Unsupervised

 Localization Tasks.  In submission
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What is where by looking (WWbL)
Name Open-world Weakly supervised Purely visual

Object Detection X X V

Phrase-Grounding V X X

Weakly supervised localization X V V

Weakly supervised Phrase-Grounding V V X

What is where by looking (WWbL) V V V



WWbL Algorithms

Region proposals
algorithm

Captioning 
model

Phrase grounding 
model



Proposed Algorithm

Selective search



Proposed Algorithm

Selective search
BLIP Model + 

Clustering



Proposed Algorithm

Selective search
BLIP Model + 

Clustering
g



Visualization – What is Where by Looking



Thank
you
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