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welcome Intro to open world open-world training open issues remarks

Welcome

e Hope everyone is safe and healthy!

e Goals of the workshop
o connect people and exchange ideas about Open-World Vision
o discuss new opportunities and challenges about Open-World Vision

e Hybrid workshop
o on-site: enjoy and involve by asking questions
o online via zoom (provided by CVPR’24)



https://vplow.github.io/vplow 4th.html
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Track on Open World Learning open warld

1 Open World

Four challenges

1.

2.

3.

4.

InsDet: Object Instance Detection

Foundational Few-Shot Object Detection

OV-PARTS: Open-Vocabulary Part Segmentation

V3Det: Vast Vocabulary Visual Detection

Schedule

Summit 330

Summit 328

welcome

PDT / Time in
Vancouver
08:30 - 08:50

08:50 - 09:30

09:30- 10:10

10:10- 10:15

10:15 - 10:55

10:55 - 11:35

nulmages Trailers

11:35- 13:30

13:30 - 14:10

14:10 - 14:50

14:50 - 15:30

15:30 - 15:35

16:15 - 16:55

16:55-17:35

17:35-17:40

0 to open world

Event
Opening remarks
Invited talk #1

Invited talk #2

Coffee break

Invited talk #3
Challenge-1
Lunch
Invited talk #4
Invited talk #5

Invited talk #6

Coffee break

Challenge-2

Challenge-3

Challenge-4

Closing remarks

open-world training open issues

Title/Presenter

Shu Kong Te , Unive f Macsz

Visual Perception via Learning in an Open World
Walter Scheirer, University of Notre Dame

Open Issues in Open World Learning

Deva Ramanan CMU
Open World Learning in the Era of MultiModal Foundation
Models

Andrew Owens, |
title tba

Challenge 1: InsDet
Object Instance Detection Challenge

Xiaolong Wang UCSD

Spatial Perception and Control in the Wild

Ziwei Liu NTU

Building Open-World Multimodal Al Assistant

Yu-Xiong Wang UIUC

All-in-One: Bridging Generative and Discriminative Learning
in the Open World

Challenge-2: Foundational FSOD
Foundational Few-Shot Object Detection Challenge

Challenge-3: OV-PARTS
Challenge of Open-Vocabulary Part Segmentation

Challenge-4: V3Det
Challenge of Vast Vocabulary Visual Detection

Neehar Peri CMU


https://vplow.github.io/vplow_4th.html
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welcome open-world training

A brief introduction to the open world

Intro to open world

Previously, we emphasize (while training in a closed world)
*  Open-set recognition (OSR)
*  Open-world recognition: OSR + continual learning for new concepts w/ human annotation

Open Set
Recognition

Label Data

e World with Knowns (K) & ¢ LU: Labeled
Unknowns Unknowns (UU) * NU: Novel Unknowns

. Unknowns
Recognize Detect as Incremental
as Known Unknown L

W. Scheirer, A. de Rezende Rocha, A. Sapkota, T. Boult, “Toward Open Set Recognition”, PAMI, 2013
A. Bendale, T. Boult, “Towards open world recognition”, CVPR, 2015
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A brief introduction to the open world

Intro to open world

Previously, we emphasize testing in the open world (while training in a closed world)
*  Open-set recognition (OSR)
*  Open-world recognition: OSR + continual learning for new concepts w/ human annotation

Nowadays, we also train in the open world
« data sampling from the open world, e.g., sampling outlier data for better OSR.

/

open-world data

D. Hendrycks, M. Mazeika, T. Dietterich, “Deep anomaly detection with outlier exposure”, ICLR, 2019 6
S. Kong, D. Ramanan, “OpenGAN: Open-set recognition via open data generation”, ICCV, 2021
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A brief introduction to the open world

Intro to open world

Previously, we emphasize testing in the open world (while training in a closed world)
*  Open-set recognition (OSR)
*  Open-world recognition: OSR + continual learning for new concepts w/ human annotation

Nowadays, we also train in the open world
« data sampling from the open world, e.g., sampling outlier data for better OSR.
«  foundation models pretrained in the open world, e.g., CLIP.

—_

[—— »

v - open-vocabulary recognition
/ —

- zero-shot recognition

open-world data

foundation models§

A. Radford, et al. "Learning transferable visual models from natural language supervision." ICML, 2021
A. Kirillov, et al. "Segment anything." ICCV, 2023

Foundation models are open-world models, enabling:

remarks
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Can we predict testing performance with distribution shift?

—!
—!

open-world data

foundation models§
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welcome Intro to open world

Can we predict testing performance with distribution shift?

ImageNet / in-distribution ImageNetV2 / out-of-distribution

TN
<2 ! ¥ b q . xn\( E” »
n ¥ -

ImageNetVv2 - y=x

mongoose

= Linear Fit
® Neural Network
ImageNet Pretrained Network
Random Features

Accuracy-on-the-line: empirically, OOD performance is strongly Random Forest
correlated with in-distribution performance for a wide range of KNN

. . . . SVM
models and distribution shifts. Linear Model

20 35 50 65 80
AdaBoost

ImageNet accuracy

J. Miller, et al., “Accuracy on the Line: On the Strong Correlation Between Out-of-Distribution and In-Distribution Generalization”, ICML, 2021
C. Baek, et al., “Agreement-on-the-line: Predicting the performance of neural networks under distribution shift”, NeurlPS, 2022
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open-world training

welcome Intro to open world

Can we predict testing performance with distribution shift?

ImageNet / in-distribution ImageNetV2 / out-of-distribution

TN
<2 ! ¥ b q . xn\( E” »
n ¥ -

ImageNetVv2 - y=x

mongoose

= Linear Fit
® Neural Network
ImageNet Pretrained Network
Random Features

Accuracy-on-the-line: empirically, OOD performance is strongly Random Forest
correlated with in-distribution performance for a wide range of KNN

. . . . SVM
models and distribution shifts. Linear Model

20 35 50 65 80
ImageNet accuracy AdaBoost

10

J. Miller, et al., “Accuracy on the Line: On the Strong Correlation Between Out-of-Distribution and In-Distribution Generalization”, ICML, 2021
C. Baek, et al., “Agreement-on-the-line: Predicting the performance of neural networks under distribution shift”, NeurlPS, 2022
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open-world training

open issues remarks

Can we predict testing performance with distribution shift?

ImageNet / in-distr

ibution ImageNetV2 / out-of-distribution

ImageNetV2

mongoose

Accuracy-on-the-line: empirically, OOD performance is strongly
correlated with in-distribution performance for a wide range of
models and distribution shifts. 9

We test 75 models including Vision Models (VMs) and Vision-
Language Models (VLMs), trained in either the closed world
(ImageNet) or the open world (data from the Internet).

Q@

20 35 50 65 80
ImageNet accuracy

VMs and VLMs:
Divergent Trend with

ID Accuracy
Correlation between In domain Top1 and OOD accurat

. Lower ID
* -Accuracy

Q
Q
<
‘%}
= |7
8
L
Q
@
=
[
o
©
£

—

foundation models

& VM (ImgNet Top1)
4 VLM (ImgNet Top1)

-—— =X
= Linear Fit

Neural Network

ImageNet Pretrained Network

Random Features

Random Forest

KNN

SVM

Linear Model

AdaBoost

11

Shi, Gare, Tian, Chai, Lin, Vasudevan, Feng, Ferroni, Kong, “LCA-on-the-Line: Benchmarking Out of Distribution Generalization with Class Taxonomies”, ICML, 2024
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Can we predict testing performance with distribution shift?

Taxonomy distance as a measurement of semantic severity of mistake

ImageNet / in- dlstrlbutlon ImageNetV2 / out- of dlstrlbutlon Claas hileearchy; liks Wordiet

MONQGoO0se B @ P R P 2 Things fhings O
- TR Y =4

Animal
Animal

Bird
LCA-on-the-line: using least common ancestor (LCA) to predict o
OOD performance. It is a better metric! @ O O
GT: Flammgo Pred: GT: Pred: Jaguar Car
Ostrich Jaguar Ostrich Flamingo
LCA=2 M Lower LCA is Better! LCA=1
VMs and VLMs:
. . . . . . Unified Trend with
We test 75 models including Vision Models (VMs) and Vision- LCA Distance
Language Models (VLMs), trained in either the closed world e i | 0

(ImageNet) or the open world (data from the Internet).

A LCA correlate 5
N linearly to 00D
oy accuracy for both
N 6.8
4 g
. oo
o

ImageNet LCA

—

foundation models

e VM (ImgNet LCA)
a VLM (ImgNet LCA)

Shi, Gare, Tian, Chai, Lin, Vasudevan, Feng, Ferroni, Kong, “LCA-on-the-Line: Benchmarking Out of Distribution Generalization with Class Taxonomies”, ICML, 2024

remarks
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Can we predict testing performance with distribution shift?

Taxonomy distance as a measurement of semantic severity of mistake

Class hierarchy, like WordNet

Things O
: Animal
Animal : O

Bird

LCA-on-the-line: using least common ancestor (LCA) to predict

OOD performance. @ O © O

Ostrich =~ Grass :
imageNet | | see grass, 4
(in domain) | Mmaybe it’s a Jaguar or Lion? PRI
. B | see Io-n‘g neck, . Low LCA
maybe it's a crane or flamingo?

GT: Flamingo Pred: .. GT: Pred: Jaguar Car

Ostrich Jaguar Ostrich Flamingo

LCA=2 Lower LCA is Better! M LCA=1

VMs and VLMs:

Unified Trend with
LCA Distance

Correlation between In domain LCA and OOD accura

(X

LCA correlate
linearly to OOD
accuracy for both
VM & VLM

Model
/| 1

ImageNet LCA

e VM (ImgNet LCA)
a4 VLM (ImgNet LCA)

Shi, Gare, Tian, Chai, Lin, Vasudevan, Feng, Ferroni, Kong, “LCA-on-the-Line: Benchmarking Out of Distribution Generalization with Class Taxonomies”, ICML, 2024
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welcome

An interesting failure case

Why does GPT-4 fail as it is trained on internet-data in the open world!?

Intro to open world open-world training open issues

+! Model: GPT-4

S Can you list the key visual attributes of Ponana Citrina in a photo?

- I'm sorry, but as of my last training cut-off in September 2021, | don't have any specific
information about "Ponana Citrina". This could be due to a misspelling or it might be a new
term, species, or variant that has been described after my training data. If it's a plant, animal,
or any other object, you might be able to identify it by specific characteristics such as color,
shape, size, patterns, texture, etc. If you have more information or context, please provide it

and I'll do my best to assist you based on the general knowledge | have.

14
S. Parashar, Z. Lin, Y. Li, S. Kong, “Prompting Scientific Names for Zero-Shot Species Recognition”, EMNLP, 2023
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An interesting failure case

Why does GPT-4 fail as it is trained on internet-data in the open world!?

+; Model: GPT-4

S Can you list the key visual attributes of Ponana Citrina in a photo?

@ I'm sorry, but as of my last training cut-off in September 2021, | don't have any specific
information about "Ponana Citrina". This could be due to a misspelling or it might be a new
term, species, or variant that has been described after my training data. If it's a plant, animal,
or any other object, you might be able to identify it by specific characteristics such as color,
shape, size, patterns, texture, etc. If you have more information or context, please provide it

and I'll do my best to assist you based on the general knowledge | have.

Identification, Images, & Information
U Gu[ 'S For Insects, Spiders & Their Kin
For the United States & Canada
Home | Guide | 1D Request | Recent | Frass | Forums | Donate | Help |
Clickable Guide ~ Taxonomy Browse Info Images Links Books Data

Classification

Synonyms and other taxonomic changes

Explanation of Nam

Identification

S. Parashar, Z. Lin, Y. Li, S. Kong, “Prompting Scientific Names for Zero-Shot Species Recognition”, EMNLP, 2023

open issues
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An interesting failure case

Why does GPT-4 fail as it is trained on internet-data in the open world!?

Hypothesis: Some concepts (esp. scientific names in Latin) are too few in the open world to train models.

+; Model: GPT-4

S Can you list the key visual attributes of Ponana Citrina in a photo?

@ I'm sorry, but as of my last training cut-off in September 2021, | don't have any specific
information about "Ponana Citrina". This could be due to a misspelling or it might be a new
term, species, or variant that has been described after my training data. If it's a plant, animal,
or any other object, you might be able to identify it by specific characteristics such as color,
shape, size, patterns, texture, etc. If you have more information or context, please provide it

and I'll do my best to assist you based on the general knowledge | have.

Identification, Images, & Information
ugulde For Insects, Spiders & Thelr Kin
For the United States & Canada

Home | Guide | 1D Request | Recent | Frass | Forums | Donate | Help |

Clickable Guide Taxonomy Browse Info Images Links Books Data

jome » G
subx

Species Ponana citrina

Classification

An

Calendar

Synonyms and other taxonom

Identification

S. Parashar, Z. Lin, Y. Li, S. Kong, “Prompting Scientific Names for Zero-Shot Species Recognition”, EMNLP, 2023

open issues

remarks




welcome Intro to open world remarks

An interesting failure case

Why does GPT-4 fail as it is trained on internet-data in the open world!?
Hypothesis: Some concepts (esp. scientific names in Latin) are too few in the open world to train models.

Justification: We count!

open-world training open issues

anl ¥

C. Schuhmann, et al. "Laion-400m: Open dataset of clip-filtered 400 million image-text pairs." arXiv:2111.02114, 2021
C. Schuhmann, et al. "Laion-5b: An open large-scale dataset for training next generation image-text models", NeurlPS 2022 17
S. Parashar, Z. Lin, Y. Li, S. Kong, “Prompting Scientific Names for Zero-Shot Species Recognition”, EMNLP, 2023



welcome Intro to open world

An interesting failure case

Why does GPT-4 fail as it is trained on internet-data in the open world!?

Hypothesis: Some concepts (esp. scientific names in Latin) are too few in the open world to train models.
Justification: We count!

Remedy: Translating Latin scientific names to English common names.

open-world training open issues

zero-shot accuracy by prompting OpenCLIP
scientific names
Rosa l
[ vepus Timidus ‘
[' Pica Pica > Here is a photo of the Magpie.

l

translate to English
common names

J
\V/
English common names text

o encoder

= } Mountain Hare

B S-name MW C-name

rwf construct prompts

(o= X
testing image N (Rosa) %/

o “Mountain Hare §
. I\ (\ (Lepus Timidus) /x
~ visua 4 < - b
V| encoder L(/K:f"( Magpie %

\_(Pica Pica)

cor [
]

iNat

18
S. Parashar, Z. Lin, Y. Li, S. Kong, “Prompting Scientific Names for Zero-Shot Species Recognition”, EMNLP, 2023

remarks



welcome Intro to open world

An interesting failure case

Why do foundation models fail to handle some concepts?
Hypothesis: certain concepts are insufficiently presented in the open world.

open-world training open issues

Concept: night snake

Definition: a small light brown or beige colored snake.

What is the European
species name ~adder
of the animal

£ " in the photo? garter snake g ‘ x
\ e

Generate a photo of a %)
night snake .

Arch 4A-E Poster #324
Fri 21 Jun 1:30 a.m. CST — 3a.m. CST

S. Parashar, Z. Lin, T. Liu, X. Dong, Y. Li, D. Ramanan, J. Caverlee, S. Kong, “The Neglected Tails of Vision-Language Models”, CVPR, 2024

remarks
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welcome

Why do foundation models fail to handle some concepts?
Hypothesis: certain concepts are insufficiently presented in the open world.

Evidence: a strong correlation between

' Concept: night snake

| Definition: a small light brown or beige colored snake.

What is the

GPT4-V

V'S

LLaVALS

Generate a photo of a ‘

night snake

DALL-E3

3

European
adder

\
garter snake

SD-XL

s X

@_,‘

and per-concept accuracy.

(a) freq. of ImageNet concepts

()]

iy

o
—
[@)]
o
£
o
u
sl
Y=

= | AION-400M
LAION-2B

N

0 0 200 400 600 800 1000

classes sorted w.r.t freq. in LAION-400M

Arch 4A-E Poster #324

Intro to open world

An interesting failure case

zero-shot acc

open-world training open issues remarks

(b) freq. vs. zero-shot accuracy

—&— LAION-400M =~ CLIP
LAION-2B —#— MetaCLIP
102 10% 104 10> 10° 107
bucketed classes by freq.

40

Fri 21 Jun 1:30 a.m. CST — 3 a.m. CST
S. Parashar, Z. Lin, T. Liu, X. Dong, Y. Li, D. Ramanan, J. Caverlee, S. Kong, “The Neglected Tails of Vision-Language Models”, CVPR, 2024

20
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Measure concept frequency

Intuitively, we count the occurrence of pretraining texts related to the concept of interest.
Challenge: billions of training examples (e.g., LAION-2B). We use string matching!

Lexical variation, e.g., synonyms Linguistic ambiguity

"~ tiger shark Tiger Woods -

T‘ AL e e ’\P)

-~

A Adidas

@ Los Angeles Times 8 New York Magazine 5 e —
collectible Nike sneakers cost ... The Best Running Shoes for Me.. adidas LA Trainer Shoes - ... 1 * 4

C. Schuhmann, et al. “Laion-400m: Open dataset of clip-filtered 400 million image-text pairs”, arXiv, 2021 21
SY Gadre, et al. “Datacomp: In search of the next generation of multimodal datasets”, NeurlPS, 2024
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Measure concept frequency

open-world training open issues

Intuitively, we the occurrence of pretraining texts related to the concept of interest.
Challenge: billions of training examples (e.g., LAION-2B). We use string matching!
Lexical variation, e.g., synonyms Linguistic ambiguity

Concept: tiger

Definition: Panthera tigris, a large, striped Asian cat

Step 1: enumerate concept synonyms Step 2: filter out irrelevant captions

35 What are some common ways Does {concept} in the {caption} g ‘

- of referring to tiger? refer to {definition}?

1. tiger A Bengal tiger in the forest

Pretrainin
SN g

2. Panthera tigri .
antneta g Captions

Panthera tigris Stock Photo

tiger shark swimming in water @

22
S. Parashar, Z. Lin, T. Liu, X. Dong, Y. Li, D. Ramanan, J. Caverlee, S. Kong, “The Neglected Tails of Vision-Language Models”, CVPR, 2024
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Measure concept frequency

(a) freq. of ImageNet concepts (b) freq. vs. zero-shot accuracy

(o)}

freq. in logl0
Y
zero-shot acc

we | AION-400M

N

—&— LAION-400M ~&— CLIP

w | AION-2B LAION-2B —#— MetaCLIP

0 200 400 600 800 1000 40102 103 104 10> 10° 10’

classes sorted w.r.t freq. in LAION-400M bucketed classes by freq.

Arch 4A-E Poster #324
Fri 21 Jun 1:30 a.m. CST — 3a.m. CST 93

S. Parashar, Z. Lin, T. Liu, X. Dong, Y. Li, D. Ramanan, J. Caverlee, S. Kong, “The Neglected Tails of Vision-Language Models”, CVPR, 2024
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Insight 1. prompt VLM using the most frequent synonym

open-world training open issues

This simple change significantly boosts zero-shot accuracy!

Accuracy ) Freq.  Accuracy

cash machine 20 0, prairie grouse 69 109 % 2

ATM 4 # prairie chicken 186%

radiator grille 2929 ) ) promontory

front grille it ') 2% - headland

oceanliner R0/ 4949, . shetland sheepdog

i i 7779 : . sheltie
cruise ship 7/492% B S

Arch 4A-E Poster #324
Fri 21 Jun 1:30 a.m. CST — 3a.m. CST

S. Parashar, Z. Lin, T. Liu, X. Dong, Y. Li, D. Ramanan, J. Caverlee, S. Kong, “The Neglected Tails of Vision-Language Models”, CVPR, 2024
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Insight 2: use all synonyms for Retrieval Augmented Learning (RAL)

[REACT] is the state-of-the-art RAL method for zero-shot recognition

Vision-Language pretraining data
Model (VLM) (e.g., LAION-400M)

concept names, e.g., Crested ibis

[REACT] H. Liu, K. Son, J. Yang, C. Liu, J. Gao, YJ Lee, C. Li. “Learning customized visual models with retrieval-augmented knowledge”, CVPR, 2023
25
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open-world training remarks

Insight 2: use all synonyms for Retrieval Augmented Learning (RAL)

[REACT] is the state-of-the-art RAL method for zero-shot recognition

|Our] exploits all synonyms to retrieve data using string matching

What are some What are some
common ways of &£ < common ways of
referring to tiger? referring to lion?

1. tiger @ 1. lion
2. Panthera tigris - 2. Panthera leo
3. ... 3. ...

J J

Vision-Language pretraining data Pretraining Data
Model (VLM) (e.g., LAION-400M) 1

images whose captions contain these synonyms

&P \
] i“). '.1 m
concept names, e.g., Crested ibis ‘

[REACT] H. Liu, K. Son, J. Yang, C. Liu, J. Gao, YJ Lee, C. Li. “Learning customized visual models with retrieval-augmented knowledge”, CVPR, 2023
[Our] S. Parashar, Z. Lin, T. Liu, X. Dong, Y. Li, D. Ramanan, J. Caverlee, S. Kong, “The Neglected Tails of Vision-Language Models”, CVPR, 2024

26



welcome Intro to open world remarks

open-world training open issues

Insight 2: use all synonyms for Retrieval Augmented Learning (RAL)

[REACT] is the state-of-the-art RAL method for zero-shot recognition

|Our] exploits all synonyms to retrieve data using string matching

Accuracy averaged over eight datasets such as ImageNet, Food101, DTD, EuroSAT, etc.

| | | | What are some What are some
[Our] RAL common ways of £ |© common ways of
referring to tiger? referring to lion?
[Our] synonym-prompt 1. tiger @J 1.lion
2. Panthera tigris - 2. Panthera leo
[REACT] gated-images 3. ... Sy

J J

[REACT] locked text
Pretraining Data

[CLIP] template ensemble \L

images whose captions contain these synonyms

S S

50 55 60 65 70

[CLIP] “a photo of {concept}”

[CLIP] “{concept}”

[REACT] H. Liu, K. Son, J. Yang, C. Liu, J. Gao, YJ Lee, C. Li. “Learning customized visual models with retrieval-augmented knowledge”, CVPR, 2023
[Our] S. Parashar, Z. Lin, T. Liu, X. Dong, Y. Li, D. Ramanan, J. Caverlee, S. Kong, “The Neglected Tails of Vision-Language Models”, CVPR, 2024 27
[CLIP] A. Radford, et al. “Learning transferable visual models from natural language supervision." ICML, 2021
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welcome open-world training open issues

Insight 2: use all synonyms for Retrieval Augmented Learning (RAL)

Intro to open world

[REACT] is the state-of-the-art RAL method for zero-shot recognition

exploits all synonyms to retrieve data using string matching

Accuracy averaged over eight datasets such as ImageNet, Food101, DTD, EuroSAT, etc.
I I I I

Stage Resource REACT [Our| RAL Relative Cost

retrieved examples 400M 0.5M 0.1%
[REACT] gated-images Retrieval  time 200 hrs 6 hrs 3%

storage 10TB 25 GB 0.25%
[REACT] locked text

training images 10M
[CLIP] template ensemble Learnin time 256 hrs

€ #oflearned parameters 87M

[CLIP] “a photo of {concept}” GPU memory 256 GB

[CLIP] “{concept}”

50 55 60 65 70

Arch 4A-E Poster #324
Fri 21 Jun 1:30 a.m. CST — 3a.m. CST 28

S. Parashar, Z. Lin, T. Liu, X. Dong, Y. Li, D. Ramanan, J. Caverlee, S. Kong, “The Neglected Tails of Vision-Language Models”, CVPR, 2024
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Insight 3: use the most frequent synonym in image generation

Recipe: replacing the original query with its most frequent synonym in prompts

A photo of a Generate a photo of a Generate a photo of a Generate a photo of a
bank swallow bank swallow. sand martin. bank swallow.

Generate a photo of a
sand martin.

N
i

A photo of a Generate a photo of a Generate a photo of a
thorn apple thron apple. datura.

Generate a photo of a Generate a photo of a
thorn apple. datura.

2
&

Arch 4A-E Poster #324
Fri 21 Jun 1:30 a.m. CST — 3a.m. CST

S. Parashar, Z. Lin, T. Liu, X. Dong, Y. Li, D. Ramanan, J. Caverlee, S. Kong, “The Neglected Tails of Vision-Language Models”, CVPR, 2024
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RENEIE

»  Foundation models are open-world models!
*  Open-world models have open issues!

«  Attention to open-world data!

—
—_—
/_’

open-world data

open-world models§

30



